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Introduction

In addition to putting the spotlight on the staggering numbers of Americans that die each
year as a result of preventable medical error, the Institute of Medicine’s (IOM’s) seminal
report, To Err is Human: Building a Safer Health System, repeatedly underscored the
message that the majority of the factors that give rise to preventable adverse events are
systemic; that is, they are not the result of poorly performing individual nurses, physicians, or
other providers.! Although it was not the intent of To Err is Human to treat systems thinking
and human factors principles in great detail, it cited the work of many prominent human
factors investigators and pointed out the impressive safety gains made in other high-risk
industries such as aviation, chemical processing, and nuclear power. One of the beneficial
consequences of the report is that it exposed a wide audience of health services researchers
and practitioners to systems and human factors concepts to which they might not otherwise
have been exposed. Similarly, the report brought to the attention of the human factors
community serious health care problems that it could address. Today, both health care and
human factors practitioners are venturing beyond their own traditional boundaries, working
together in teams, and are benefiting from the sharing of new perspectives and clinical
knowledge. The purpose of the present chapter is to further this collaboration between health
care and human factors, especially as it is relevant to nursing, and continue the dialog on the
interdependent system factors that underlie patient safety.

Human Factors—What Is It?

The study of human factors has traditionally focused on human beings and how we
interact with products, devices, procedures, work spaces, and the environments encountered
at work and in daily living.” Most individuals have encountered a product or piece of
equipment or a work environment that leads to less than optimal human performance. If
human strengths and limitations are not taken into account in the design process, devices can
be confusing or difficult to use, unsafe, or inefficient. Work environments can be disruptive,
stressful, and lead to unnecessary fatigue. For those who like comprehensive, formal
definitions, consider the following, adapted from Chapanis and colleagues:’

Human factors research discovers and applies information about human
behavior, abilities, limitations, and other characteristics to the design of tools,
machines, systems, tasks, and jobs, and environments for productive, safe,
comfortable, and effective human use.

This definition can be simplified as follows:
Human factors research applies knowledge about human strengths and
limitations to the design of interactive systems of people, equipment, and their
environment to ensure their effectiveness, safety, and ease of use.

Such a definition means that the tasks that nurses perform, the technology they are called
upon to use, the work environment in which they function, and the organizational policies
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that shape their activities may or may not be a good fit for their strengths and limitations.
When these system factors and the sensory, behavioral, and cognitive characteristics of
providers are poorly matched, substandard outcomes frequently occur with respect to effort
expended, quality of care, job satisfaction, and perhaps most important, the safety of patients.

Many nursing work processes have evolved as a result of local practice or personal
preference rather than through a systematic approach of designing a system that leads to
fewer errors and greater efficiency. Far too often, providers and administrators have fallen
into a ““status quo trap,” doing things simply because they always have been done that way.
Human factors practitioners, on the other hand, take into account human strengths and
weaknesses in the design of systems, emphasizing the importance of avoiding reliance on
memory, vigilance, and followup intentions—areas where human performance is less
reliable. Key processes can be simplified and standardized, which leads to less confusion,
gains in efficiency, and fewer errors. When care processes become standardized, nurses have
more time to attend to individual patients’ specialized needs, which typically are not subject
to standardization. When medical devices and new technology are designed with the end user
in mind, ease of use and error detection or preventability are possible, in contrast to many
current “opaque” computer-controlled devices that prevent the provider from understanding
their full functionality.

The field of human factors does not focus solely on devices and technology. Although
human factors research emerged during World War II as a result of equipment displays and
controls that were not well suited to the visual and motor abilities of human operators, each
subsequent decade of human factors work has witnessed a broadening of the human
performance issues considered worthy of investigation. More recently, a number of human
factors investigators with interests in health care quality and safety advocated addressing a
more comprehensive range of sociotechnical system factors, including not only patients,
providers, the tasks performed, and teamwork, but also work environments or microsystems,
organizational and management issues, and socioeconomic factors external to the
institution.*”” One of the lessons stemming from a systems approach is that significant
improvements in quality and safety are likely to be best achieved by attending to and
correcting the misalignments among these interdependent levels of care. Managing the
system interdependencies of care, as evidenced by continued major breakdowns such as
inadequate transitions of patient care, is a major challenge faced by providers and their
human factors partners alike.

Understanding Systems

At a very basic level, a system is simply a set of interdependent components interacting to
achieve a common specified goal. Systems are such a ubiquitous part of our lives that we
often fail to recognize that we are active participants in many systems throughout the day.
When we get up in the morning, we are dependent on our household systems (e.g., plumbing,
lighting, ventilation) to function smoothly; when we send our children off to school, we are
participants in the school system; and when we get on the highway and commute to work, we
are participants (and sometimes victims) of our transportation system. At work, we find
ourselves engaged simultaneously in several systems at different levels. We might report to
work in a somewhat self-contained setting such as the intensive care unit (ICU) or operating
room (OR)—what human factors practitioners refer to as microsystems—yet the larger
system is the hospital itself, which, in turn, is likely to be just one facility in yet a larger
health care system or network, which in itself is just one of the threads that make up the
fabric of our broader and quite diffuse national health care system. The key point is that we
need to recognize and understand the functioning of the many systems that we are part of and
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how policies and actions in one part of the overall system can impact the safety, quality, and
efficiency of other parts of the system.

Systems thinking has not come naturally to health care professionals.® Although health
care providers work together, they are trained in separate disciplines where the primary
emphasis is the mastery of the skills and knowledge to diagnose ailments and render care. In
the pursuit of becoming as knowledgeable and skillful as possible in their individual
disciplines, a challenge facing nursing, medicine, and the other care specialties is to be aware
of the reality that they are but one component of a very intricate and fragmented web of
interacting subsystems of care where no single person or entity is in charge. This is how the
authors of To Err is Human defined our health system:'

Health care is composed of a large set of interacting systems—paramedic, and
emergency, ambulatory, impatient care, and home health care; testing imaging
laboratories; pharmacies; and so forth—that are coupled in loosely connected
but intricate network of individuals, teams, procedures, regulations,
communications, equipment, and devices that function with diffused
management in a variable and uncertain environment. Physicians in
community practice may be so tenuously connected that they do not even view
themselves as part of the system of care.

A well-known expression in patient safety is that each system is perfectly designed to
achieve exactly the results that it gets. It was made popular by a highly respected physician,
Donald Berwick of the Institute of Healthcare Improvement, who understands the nature of
systems. If we reap what we sow, as the expression connotes, and given that one does not
have to be a systems engineer to understand systems, it makes sense for all providers to
understand the workings of the systems of which they are a part. It is unfortunate that today
one can receive an otherwise superb nursing or medical education and still receive very little
instruction on the nature of systems that will shape and influence every moment of a
provider's working life.

Sociotechnical System Models

With a systems perspective, the focus is on the interactions or interdependencies among
the components and not just the components themselves. Several investigators have proposed
slightly different models of important interrelated system factors, but they all seem to start
with individual tasks performed at the point of patient care and then progressively expand to
encompass other factors at higher organizational levels. Table 1 shows the similarity among
three of these models. In an examination of system factors in the radiation oncology therapy
environment, Henriksen and colleagues® examined the role of individual characteristics of
providers (e.g., skills, knowledge, experience); the nature of the work performed (e.g.,
competing tasks, procedures/practices, patient load, complexity of treatment); the physical
environment (e.g., lighting, noise, temperature, workplace layout, distractions); the human-
system interfaces (e.g., equipment location, controls and displays, software, patient charts);
the organizational/social environment (e.g., organizational climate, group norms, morale,
communication); and management (e.g., staffing, organization structure, production schedule,
resource availability, and commitment to quality). Vincent and colleagues’ also proposed a
hierarchical framework of factors influencing clinical practice that included patient
characteristics, task factors, individual (staff) factors, team factors, work environment, and
organizational and management factors. Carayon and Smith® proposed a work system model
that is a collection of interacting subsystems made up of people (disciplines) performing tasks
using various tools and technology within a physical environment in pursuit of organizational
goals that serve as inputs to care processes and ultimately to outcomes for patients, providers,
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and the organization alike. The similarity among these independently derived models is quite
striking, in that they are all sociotechnical system models involving technical, environmental,
and social components.

Table 1. Sociotechnical System Models

Authors Elements of Model

Individual characteristics

Nature of the work

Physical environment
Human-system interfaces
Organizational/social/environmental
Management

Henriksen, Kaye, Morisseau 1993*

Vincent 1998° Patient characteristics
Task factors
Individual factors
Team factors

Work environment

Organizational and management factors

Carayon, Smith 2000° People (disciplines)
Tools and technology
Physical environment
Organizational goals

Care processes

Human Error—A Troublesome Term

While one frequently finds references to human error in the mass media, the term has
actually fallen into disfavor among many patient safety researchers. The reasons are fairly
straightforward. The term lacks explanatory power by not explaining anything other than a
human was involved in the mishap. Too often the term ‘human error’ connotes blame and a
search for the guilty culprits, suggesting some sort of human deficiency or lack of
attentiveness. When human error is viewed as a cause rather than a consequence, it serves as
a cloak for our ignorance. By serving as an end point rather than a starting point, it retards
further understanding. It is essential to recognize that errors or preventable adverse events are
simply the symptoms or indicators that there are defects elsewhere in the system and not the
defects themselves. In other words, the error is just the tip of the iceberg; it's what lies
underneath that we need to worry about. When serious investigations of preventable adverse
events are undertaken, the error serves as simply the starting point for a more careful
examination of the contributing system defects that led to the error. However, a very common
but misdirected response to managing error is to “put out the fire,” identify the individuals
involved, determine their culpability, schedule them for retraining or disciplinary action,
introduce new procedures or retrofixes, and issue proclamations for greater vigilance. An
approach aimed at the individual is the equivalent of swatting individual mosquitoes rather
than draining the swamp to address the source of the problem.

A disturbing quality in many investigations of preventable adverse events is the
hidden role that human bias can play. Despite the best of intentions, humans do not always
make fair and impartial assessments of events and other people. A good example is hindsight
bias.”'* As noted by Reason,'® the most significant psychological difference between
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individuals who were involved in events leading up to a mishap and those who are called
upon to investigate it after it has occurred is knowledge of the outcome. Investigators have
the luxury of hindsight in knowing how things are going to turn out; nurses, physicians, and
technicians at the sharp end do not. With knowledge of the outcome, hindsight bias is the
exaggerated extent to which individuals indicate they could have predicted the event before it
occurred. Given the advantage of a known outcome, what would have been a bewildering
array of nonconvergent events becomes assimilated into a coherent causal framework for
making sense out of what happened. If investigations of adverse events are to be fair and
yield new knowledge, greater focus and attention need to be directed at the precursory and
antecedent circumstances that existed for sharp end personnel before the mishap occurred.
The point of investigating preventable adverse health care events is primarily to make sense
of the factors that contribute to the omissions and misdirected actions when they occur.'" 2
This in no way denies the fact that well-intended providers do things that inflict harm on
patients, nor does it lessen individual accountability. Quite simply, one has to look closely at
the factors contributing to the adverse event and not just the most immediate individual
involved.

In addition to hindsight bias, investigations of accidents are also susceptible to what
social psychologists have termed the attribution error."” Human observers or investigators
tend to make a fundamental error when they set out to determine the causal factors of
someone’s mistake. Rather than giving careful consideration to the prevailing situational and
organizational factors that are present when misfortune befalls someone else, the observer
tends to make dispositional attributions and views the mishap as evidence of some inherent
character flaw or defect in the individual. For example, a nurse who administers the wrong
medication to an emergency department (ED) patient at the end of a 10-hour shift may be
judged by peers and the public as negligent or incompetent. On the other hand, when
misfortune befalls individuals themselves, they are more likely to attribute the cause to
situational or contextual factors rather than dispositional ones. To continue with the example,
the nurse who actually administered incorrect medication in the ED may attribute the cause to
the stressful and hurried work environment, the physician’s messily scribbled prescription, or
fatigue after 10 intense hours of work.

Pragmatic and System Characteristics

Rasmussen'? points out the arbitrary and somewhat pragmatic aspects of investigations of
human error and system performance. When system performance is below some specified
standard, an effort is made to back-track the chain of events and circumstances to find the
causes. How far back to go or when to stop are open questions, the answers to which are
likely to vary among different investigators. One could stop at the provider’s actions and
claim medical error, or one could seek to identify other reasons—poor communication,
confusing equipment interfaces, lack of standardized procedures, interruptions in the care
environment, diffusion of responsibility, management neglect—that may have served as
contributing factors. Rasmussen notes that the search for causes will stop when one comes
across one or more factors that are familiar (that will therefore serve as acceptable
explanations) and for which there are available corrections or cures. Since there is no well-
defined start point to which one is progressively working backward through the causal chain,
how far back one is willing to search is likely to depend on pragmatic considerations such as
resources, time constrains, and internal political ramifications. Rasmussen also observes that
some human actions become classified as human error simply because they are performed in
unkind work environments; that is, work environments where there is not much tolerance for
individual experimentation and where it is not possible for individuals to correct
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inappropriate actions before they lead to undesirable consequences. In some unkind
environments, it may not be possible to reverse the inappropriate actions, while in others it
may not be possible to foresee the undesirable consequences. Rasmussen’s unkind work
environment is quite similar to Perrow’s notion of tightness of coupling in complex
systems.15

Perrow’s analysis of system disasters in high-risk industries shifts the burden of
responsibility from the front-line operator of the system to actual properties of the system.
Using the concepts of tightness of coupling and interactive complexity, Perrow focuses on the
inherent characteristics of systems that make some industries more prone to accidents."
Tightness of coupling refers to dependencies among operational sequences that are relatively
intolerant of delays and deviations, while interactive complexity refers to the number of ways
system components (i.e., equipment, procedures, people) can interact, especially
unexpectedly. It is the multiple and unexpected interactions of malfunctioning parts,
inadequate procedures, and unanticipated actions—each innocuous by themselves—in tightly
coupled systems that give rise to accidents. Such accidents are rare but inevitable, even
“normal,” to use Perrow’s terminology. By understanding the special characteristics of high-
risk systems, decisionmakers might be able to avoid blaming the wrong components of the
system and also refrain from technological fixes that serve only to make the system riskier.

A Human Factors Framework

Figure 1 shows many of the components or major factors that need to be addressed to
gain a better understanding of the nature of preventable adverse events. What the figure does
not portray very well is the way in which these major factors can interact with one another. A
basic tenet of any systems approach to adverse events is that changes in one part of the
system will surely have repercussions on another part of the system. Hence, it is important to
focus on the way these components can interact and influence one another and not just the
components themselves. When these components are functioning well together, they serve
collectively as a set of barriers or system of defenses to the occurrence of preventable adverse
events. However, it is when weaknesses or vulnerabilities exist within these components and
they interact or align themselves in such a way that the weaknesses overlap that preventable
adverse events occur. This way of describing "holes" that exist in the successive components
or layers of defenses has more light-heartedly been dubbed the "Swiss cheese" model of
accident causation, made popular by James Reason, a prominent British psychologist who has
dramatically influenced the way we think about patient safety.'® Figure 2 shows the Swiss
cheese model of accident causation and how the trajectory of hazards can result in losses or
adverse events.
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Figure 1. Contributing Factors to Adverse Events in Health Care
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In brief, many adverse events result from this unique interaction or alignment of several
necessary but singly insufficient factors. Weaknesses in these factors typically are present in
the system long before the occurrence of an adverse event. All that is needed is for a
sufficient number to become aligned for a serious adverse event to occur.
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Figure 2. The “Swiss Cheese” Model of Accident Causation
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prerequisite to effective risk management. Qual Health Care, 2001; 10(Suppl. 11):ii21-ii25. Reprinted with
permission of the BMJ Publishing Group.

The distinction made by Reason between latent conditions and active errors, shown along
the left margin of Figure 1, also is very important.'""'” In health care, active errors are
committed by those providers (e.g., nurses, physicians, technicians) who are in the middle of
the action, responding to patient needs at the sharp end.'® Latent conditions are the potential
contributing factors that are hidden and lie dormant in the health care delivery system,
occurring upstream at the more remote tiers, far removed from the active end. These latent
conditions—more organizational, contextual, and diffuse in nature or design related—have
been dubbed the blunt end.'® The distinction between latent conditions and active errors is
important because it allows us to clearly see that nurses, who have the greatest degree of
patient contact, are actually the last line of defense against medical error (and hence the most
vulnerable). As such, nurses can inherit the less recognized sins of omission and commission
of everyone else who has played a role in the design of the health care delivery system.
Reason perhaps makes this point best:'

Rather than being the main instigators of an accident, operators tend to be
inheritors of system defects created by poor design, incorrect installation,
faulty maintenance and bad management decisions. Their part is usually that
of adding a final garnish to a lethal brew whose ingredients have already been
long in the cooking.

The human factors framework outlined here allows us to examine a wide range of latent
conditions that are part of the health care sociotechnical system in which providers reside.

Individual Characteristics

Figure 1 identifies individual characteristics as a first-tier factor that has a direct impact
on provider performance and whether that performance is likely to be considered acceptable
or substandard. Individual characteristics include all the qualities that individuals bring with
them to the job—things such as knowledge, skill level, experience, intelligence, sensory
capabilities, training and education, and even organismic and attitudinal states such as
alertness, fatigue, and motivation, just to mention a few. The knowledge and skills that health
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care providers develop prior to employment through accredited training programs is
fundamental to their ability to perform their work. At the same time, organismic factors such
as fatigue resulting from long hours and stress can influence the ability of providers to apply
their specialized knowledge optimally. Communication ability and cultural competency skills
should also be included at this level. Fortunately, few critics would argue that the skills and
abilities mentioned here are unimportant in having an impact on optimal health care delivery
and outcomes.

The Nature of the Work

The second-tier factor in Figure 1, the nature of the work, refers to characteristics of the
work itself and includes the extent to which well-defined procedures are utilized, the nature
of the workflow, peak and nonpeak patient loads, the presence or absence of teamwork, the
complexity of treatments, equipment functioning and downtime, interruptions and competing
tasks, and the physical/cognitive requirements for performing the work. Although empirical
studies on the impact of these work-related factors in health care settings are not as plentiful
as they are in the human factors literature, they indeed exist. For example, a review of the
external beam radiation therapy literature'® found fewer treatment administration errors when
therapists worked in pairs*’and greater numbers of treatment administration errors at the
higher patient census levels.”' If management becomes overly ambitious in directing a high
volume of patients to be treated in a fixed period of time, the consequence for radiation
therapists is a high-pressure work environment and an increase in the number of adverse
events. With respect to the human factors literature, there is an abundance of research on the
effects of work-related factors on human performance drawn largely from defense-related
operations and that of other highly hazardous industries where proficient human performance
plays a critical role.”> >

Human-System Interfaces

The human-system interface refers to the manner in which two subsystems— typically
human and equipment—interact or communicate within the boundaries of the system. This is
shown as a third-tier factor in Figure 1. Nurses use medical devices and equipment
extensively and thus have plentiful first-hand experience with the poor fit that frequently
exists between the design of the devices' controls and displays and the capabilities and
knowledge of users. One approach for investigating the mismatches between devices and
people is to recognize there is an expanding progression of interfaces in health care settings,
each with their own vulnerabilities and opportunities for confusion.”**” Starting at the very
center with the patient, a patient-device interface needs to be recognized. Does the device or
accessory attachment need to be fitted or adapted to the patient? What physical, cognitive,
and affective characteristics of the patient need to be taken into account in the design and use
of the device? What sort of understanding does the patient need to have of device operation
and monitoring? With the increasing migration of sophisticated devices into the home as a
result of strong economic pressures to move patients out of hospitals as soon as possible, safe
home care device use becomes a serious challenge, especially with elderly patients with
comorbidities who may be leaving the hospital sicker as a result of shorter stays, and where
the suitability of the home environment may be called into question (e.g., home caregivers
are also likely to be aged, and the immediate home environment layout may not be conducive
to device use). In brief, the role of the patient in relation to the device and its immediate
environment necessitates careful examination. At the same time, the migration of devices into
the home nicely illustrates the convergence of several system factors—health care economics,
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shifting demographics, acute and chronic needs of patients, competency of home caregivers,
supportiveness of home environments for device use—that in their collective interactivity and
complexity can bring about threats to patient safety and quality of care.

Providers of care are subject to a similar set of device use issues. Human factors
practitioners who focus on the provider (user)—device interface are concerned about the
provider's ability to operate, maintain, and understand the overall functionality of the device,
as well as its connections and functionality in relation to other system components. In
addition to controls and displays that need to be designed with human motor and sensory
capabilities in mind, the device needs to be designed in a way that enables the nurse or
physician to quickly determine the state of the device. Increasing miniaturization of
computer-controlled devices has increased their quality but can leave providers with a limited
understanding of the full functionality of the device. With a poor understanding of device
functionality, providers are at a further loss when the device malfunctions and when swift
decisive action may be critical for patient care. The design challenge is in creating provider-
device interfaces that facilitate the formation of appropriate mental models of device
functioning and that encourage meaningful dialogue and sharing of tasks between user and
device. Providers also have a role in voicing their concerns regarding poorly designed devices
to their managers, purchasing officers, and to manufacturers.

The next interface level in our progression of interfaces is the microsystem-device
interface. At the microsystem level (i.e., contained organizational units such as EDs and
ICUs), it is recognized that medical equipment and devices frequently do not exist in stand-
alone form but are tied into and coupled with other components and accessories that
collectively are intended to function as a seamless, integrated system. Providers, on the other
hand, are quick to remind us that this is frequently not the case, given the amount of time they
spend looking for appropriate cables, lines, connectors, and other accessories. In many ORs
and ICUs, there is an eclectic mix of monitoring systems from different vendors that interface
with various devices that increases the cognitive workload placed on provider personnel.
Another microsystem interface problem, as evidenced by several alerts from health safety
organizations, are medical gas mix-ups, where nitrogen and carbon dioxide have been
mistakenly connected to the oxygen supply system. Gas system safeguards using
incompatible connectors have been overridden with adapters and other retrofitted
connections. The lesson for providers here is to be mindful that the very need for an adaptor
is a warning signal that a connection is being sought that may not be intended by the device
manufacturer and that may be incorrect and harmful.*®

Yet other device-related concerns are sociotechnical in nature, and hence we refer to a
sociotechnical-device interface. How well are the technical requirements for operating and
maintaining the device supported by the physical and socio-organizational environment of the
user? Are the facilities and workspaces where the device is used adequate? Are quality
assurance procedures in place that ensure proper operation and maintenance of the device?
What sort of training do providers receive in device operation before using the device with
patients? Are chief operating officers and nurse managers committed to safe device use as an
integral component of patient safety? As health information technology (HIT) plays an
increasing role in efforts to improve patient safety and quality of care, greater scrutiny needs
to be directed at discerning the optimal and less-than-optimal conditions in the sociotechnical
environment for the intelligent and proper use of these devices and technologies.

The Physical Environment

The benefits of a physical work environment that is purposefully designed for the nature
of the work that is performed have been well understood in other high-risk industries for a

10



A Human Factors Framework

number of years. More recently, the health care profession has begun to appreciate the
relationship between the physical environment (e.g., design of jobs, equipment, and physical
layout) and employee performance (e.g., efficiency, reduction of error, and job satisfaction).
The third tier in Figure 1 also emphasizes the importance of the physical environment in
health care delivery.

There is a growing evidence base from health care architecture, interior design, and
environmental and human factors engineering that supports the assertion that safety and
quality of care can be designed into the physical construction of facilities. An extensive
review by Ulrich and colleagues™ found more than 600 studies that demonstrated the impact
of the design of the physical environment of hospitals on safety and quality outcomes for
patients and staff. A diverse range of design improvements include better use of space for
improved patient vigilance and reduced steps to the point of patient care; mistake proofing
and forcing functions that preclude the initiation of potentially harmful actions;
standardization of facility systems, equipment, and patient rooms; in-room placement of sinks
for hand hygiene; single-bed rooms for reducing infections; better ventilation systems for
pathogen control; improved patient handling, transport, and prevention of falls; HIT for quick
and reliable access to patient information and enhanced medication safety; appropriate and
adjustable lighting; noise reduction for lowering stress; simulation suites with sophisticated
mannequins that enable performance mastery of critical skills; improved signage; use of
affordances and natural mapping; and greater accommodation and sensitivity to the needs of
families and visitors. Reiling and colleagues™ described the design and building of a new
community hospital that illustrates the deployment of patient safety-driven design principles.

A basic premise of sound design is that it starts with a thorough understanding of user
requirements. A focus on the behavioral and performance requirements of a building's
occupants has generally been accepted in architecture since the early 1970s.*'* Architects
have devised methods—not dissimilar to function and task analysis techniques developed by
human factors practitioners—that inventory all the activities that are performed by a

building's occupants as well as visitors. Table 2 lists just a small sample of questions that
need to be asked.****

Table 2. Determining Activities Performed by Building Occupants and Visitors

e Who will be using the facility?
e What are the characteristic activities of user groups?
e What can be learned about the extent, time of oc